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Motivation

« Communication is typically the bottleneck in
iIrregular parallel applications 300

« Often, each application or solver will implement 2%
their own communication optimizations

« Some really clever approaches! But no
central knowledge, so people keep
reinventing the wheel

« Many parallel codebases have existed for
decades

« Want to optimize performance with minimal
changes to existing codebases
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Approach

1. Profile systems and form representative performance models
2. Use performance models to create communication optimizations

3. Add optimizations to MPI Advance to improve performance of existing
applications : Derek Schafer discussed research infrastructure
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Communication on SMP Architectures
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Key Takeaway : Intra-socket << Intra-node/Inter-socket << Inter-node
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Communication on SMP Architectures
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Key Takeaway : Inter-node data should be evenly distributed across all CPU cores per node
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Communication on SMP Architectures

—— 16 Bytes — 1024 Bytes —— (5536 Bytes
: ' 64 Bytes 4096 Bytes 262144 Bytes
°
Sending multiple messages, 56 Do 551 B

max-rate model vs timings (dots)

» Receiving out of order (first 10!
message matches last
MPI_Irecv)

* Large message counts : orders
of magnitude overhead from
gueue search (matching) costs
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Key Takeaway : Large overhead from receiving large number of messages at once
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Communication on Heterogeneous Architectures
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: *» Many of fastest computers have

GPUs on each node

: « Computation is performed on

GPUs

* Need to communicate between

GPUs

* Much more complicated

« Many paths of communication
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Communication on Heterogeneous Architectures
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Key Takeaway : Intra-socket << Inter-socket, inter-CPU << inter-GPU
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Communication on Heterogeneous Architectures
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Benchmarks look more reasonable with MVAPICH2-GDR
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Communlcatlon on Heterogeneous Architectures
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Key Takeaway : GPUDirect is cheaper for a single (reasonably sized) message
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Communication on Heterogeneous Architectures
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* Copy to CPU method :

Solid : GPUDirect
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Key Takeaway : When sending large number of messages, cheaper to copy to CPU
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Communication on Heterogeneous Architectures

—— PPN1 —— PPN10 —— PPN 30
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* Many CPU cores per GPU
available

« Can distribute data from GPU
across multiple CPU cores

 Reduces cost of inter-node
communication

* Additional overhead of data -
distribution le-6
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Key Takeaway : Cheapest to use multiple CPU cores per GPU during Copy-to-CPU communication




Using Multiple CPU Cores Per GPU
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Using Multiple CPU Cores Per GPU
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Using Multiple CPU Cores Per GPU

—— (Cuda-Aware Extra Msg
« Simple test : MPI_Alltoallv T St — Dup Dewptr
on 32 nodes 7107
: 5
 Overhead is more E
reasonable on Summit E
E
e
=
= 10
10° 10! 102 103 104

Message Size (Bytes)

o~
CUP
ECS

M THE UNIVERSITY OF
Center for Understandable, Performant Exascale Communication Systems U NEW MEXICO

A. Bienz, L. N. Olson, W. D. Gropp and S. Lockhart, "Modeling Data Movement Performance on Heterogeneous Architectures,"

15



Performance Optimizations

* Reduce costly communication

* Minimize the total number of messages received at a given time
(qQueue search costs)

* Distribute data evenly across all available CPU cores
* Focusing on inter-CPU communication
* Locality-aware irregular communication (neighborhood collectives)

* Locality-aware collectives
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Irregular Communication

p3 (I
O 0 0 '=m

NO N1 N2 P5 .
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Standard Communication

Process

Node n Node m

Multiple messages between set of nodes
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Standard Communication

i
N

Node n Node m

Multiple messages and duplicate data between set of nodes
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Locality-Aware Communication :
Small Messages
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Max Size of Messages
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linear elasticity hierarchy
16,284 processes

Blue Dotted Lines :
Standard Communication
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Locality-Aware
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Locality-Aware SpMVs
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Irregular Communication in MPI Advance

* No easy way to aggregate MPI_Isend and MPI _lrecv calls without
knowing all calls that are being made

* The API to optimize irregular communication does exist in MPI:
* Neighborhood Collectives

* Optimizations added to MPI Advance for persistent version of
MPI|_Neighbor_alltoallv
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Aggregated Neighborhood Collectives In
Hypre — Standund Neghbor  —— Aggregatad

 Results currently outside of i

Hypre
* Form hierarchy and then

0.0015

1me

add neighbor collectives = 0.0010
- Gerald Collom will talk Z
about his work adding 0.0005
neighbor collectives
within Hypre 0.0000
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Open Questions : Neighborhood
Collective Optimizations

* Open question : how to -
efficiently remove duplicate

values on heterogeneous I--I - -
|

architectures |
v

* [ssue : must re-pack received v v v
data GPUO GPU1 GPU2 GPU3

. ol i i I IR BREN
 Potentially re-pack on one
GPU and then communicate Receiving Node
locally among GPUs
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Optimizing Collective Operations

 Collective operations typically are optimized algorithmically
* Minimize message count for small collectives
* Minimize amount of data communicated for large collectives
* No attention to relative locations of sending and receiving processes

« Add locality-awareness : minimize non-local (expensive)
communication, exchanging for additional local communication
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Recursive Doubling : Standard

Region O Region 1 Region 2 Region 3
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Multiple messages between nodes and sending the same values through the network multiple times
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Recursive Doubling : Hierarchical

Region O Region 1 Region 2 Region 3

PO||P1||P2||P3 P4|/P5||P6||P7 P8|IP9|P10|P11 P12|P13|P14|P15
Step it | T | T ] R N R
Step 2: 4 * + +
Step 3: ) 1 )
Step 4: 4 1 1 +
Step b: + + t t
Step6: |+ [ % I S N T L7 I S I

No duplicate messages, but many idle processes per node
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Recursive Doubling : Locality-Aware

Region O Region 1 Region 2 Region 3

PO||P1||P2||P3 P4||P5||P6||P7 P8||P9|P10|P11 P12|P13|P14|P15
Step 1: 4+ 1 1 S S N g S A S I S
Step2t _+ + + 0ttt t  t 1ttt ttt?
Step 3: R - -~ - -~ - - -~ s s
Step4t t + + t .ttt t Tttt t. 1ttt
Step5:¢  + 1 7 S S S g A S S S

Use extra processes to exchange data with multiple non-local regions in a single step
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Locality-Aware Allreduce
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Locality-Aware Bruck Allgather
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Locality-Aware Alltoallv
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Fast Fourier transforms (such
as Heffte) depend on
performance of MPI|_Alltoall
and MPI_Alltoallv

Evelyn Namugwanya is
beginning to look at effects of
locality-aware collectives on
FFT solvers
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Open Questions : Collective Operations

* How do we determine which implementation to use in any given
instance?

 Persistent collectives : can load balance, eliminate setup overhead

* Heterogeneous Architectures : how to use all available CPU cores per
GPU in a portable way?

* Newer architectures : can GPUDirect pay off?
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Work in Progress

« Want to assess algebraic multigrid within applications
« Adding locality-aware support into
* Hypre
* Trilinos
* Implicit solve in Higrad will call Hypre
« EMPIRE depends on Meulu from Trilinos
* Working with labs to identify other relevant applications
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